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Assurance maladie / Health Insurance


Just under seven million Americans acquired private insurance through the new health insurance exchanges, or Marketplaces, in 2014. The exchange plans are required to cover essential health benefits, including prescription drugs. However, the generosity of prescription drug coverage in the plans has not been well described. Our primary objective was to examine the variability in drug coverage in the exchanges across plan types (health maintenance organization or preferred provider organization) and metal tiers (bronze, silver, gold, and platinum). Our secondary objective was to compare the exchange coverage to employer-sponsored coverage. Analyzing prescription drug benefit design data for the federally facilitated exchanges, we found wide variation in enrollees' out-of-pocket costs for generic, preferred brand-name, nonpreferred brand-name, and specialty drugs, not only across metal tiers but also within those tiers across plan types. Compared to employer-sponsored plans, exchange plans generally had lower premiums but provided less generous drug coverage. However, for low-income enrollees who are eligible for cost-sharing subsidies, the exchange plans may be more comparable to employer-based coverage. Policies and programs to assist consumers in matching their prescription drug needs with a plan's benefit design may improve the financial protection for the newly insured.

Economie de la santé / Health Economics


BACKGROUND: Obesity represents an important public health issue. An assessment of its costs would be useful to provide recommendations for policy and decision-making strategies. The aims of our study were to carry out a systematic review to assess the economic burden of adult obesity in terms of direct and indirect costs and to perform a quality appraisal of the analysed studies. METHODS: A literature search was carried out on PubMed, Scopus and Cochrane Library to retrieve cost-of-illness (COI) analyses focused on adult (aged 18 years or more) overweight or obese people and published up to 2013. COI analyses that considered direct and indirect costs were included. Each included manuscript was independently appraised by three groups of researchers on the basis of the British Medical Journal Drummond's checklist. RESULTS: Approximately 2044 articles were initially retrieved, and 17 were included in the current review. The included studies showed a medium-high-quality level. The available studies seemed to be heterogeneous both in terms of methodology and results reporting. However, as many studies have been conducted from the payer perspective, just direct medical costs can be considered exhaustive. As only three studies included considered also indirect costs, there is no strong evidence to give a comprehensive picture of this phenomenon also from the societal perspective. CONCLUSION: The review confirmed that obesity absorbs a huge amount of health-care resources. Further research is therefore needed to better understand the economic impact and to identify and promote public health strategies to tackle obesity.
Géographie de la santé / Geography of Health


In many countries, public responsibility over the funding and provision of long-term care services is held at the local level. In such systems, long-term care provision is often characterised by significant local variability. Using a panel dataset of local authorities over the period 2002-2012, the paper investigates the underlying causes of variation in gross social care expenditure for older people in England. The analysis distinguishes between factors outside the direct control of policy makers, local preferences and local policy spillovers. The results indicate that local demand and supply factors, and to a much lesser extent local political preferences and spatial policy spillovers, explain a large majority of the observed variation in expenditure. Copyright (c) 2015 John Wiley & Sons, Ltd.

Hôpital / Hospitals


Hospital bed-blocking occurs when hospital patients are ready to be discharged to a nursing home, but no place is available, so that hospital care acts as a more costly substitute for long-term care. We investigate the extent to which greater supply of nursing home beds or lower prices can reduce hospital bed-blocking using a new Local Authority (LA) level administrative data from England on hospital delayed discharges in 2009-2013. The results suggest that delayed discharges respond to the availability of care home beds, but the effect is modest: an increase in care home beds by 10% (250 additional beds per LA) would reduce social care delayed discharges by about 6-9%. We also find strong evidence of spillover effects across LAs: more care home beds or fewer patients aged over 65 years in nearby LAs are associated with fewer delayed discharges. (c) 2015 The Authors. Health Economics Published by John Wiley & Sons Ltd.


Home health care expenditures were the fastest growing part of Medicare from 2001-2009, despite the implementation of prospective payment. Prior research has shown that home health agencies adopted two specific strategies to take advantage of Medicare policies: provide at least 10 therapy visits to get an enormous marginal payment and recertify patients for additional episodes. We study whether there is heterogeneity in the adoption of those strategic behaviors between home health agency entrants and incumbents and find that entrants were more likely to adopt strategic practice patterns than were incumbents. We also find that for-profit incumbents mimicked one of the practice patterns following entrants in the same market. Our findings suggest that it is important to understand the heterogeneity in providers' behavior and how firms interact with each other in the same market. These findings help explain the rapid rise in expenditures in the home health care market. Copyright (c) 2015 John Wiley & Sons, Ltd.

**Li-Lin, L. (2015).** "Do Diagnosis-Related Group-Based Payments Incentivise Hospitals to Adjust
**Output Mix?**  

This study investigates whether the diagnosis-related group (DRG)-based payment method motivates hospitals to adjust output mix in order to maximise profits. The hypothesis is that when there is an increase in profitability of a DRG, hospitals will increase the proportion of that DRG (own-price effects) and decrease those of other DRGs (cross-price effects), except in cases where there are scope economies in producing two different DRGs. This conjecture is tested in the context of the case payment scheme (CPS) under Taiwan’s National Health Insurance programme over the period of July 1999 to December 2004. To tackle endogeneity of DRG profitability and treatment policy, a fixed-effects three-stage least squares method is applied. The results support the hypothesised own-price and cross-price effects, showing that DRGs which share similar resources appear to be complements rather than substitutes. For-profit hospitals do not appear to be more responsive to DRG profitability, possibly because of their institutional characteristics and bonds with local communities. The key conclusion is that DRG-based payments will encourage a type of ‘product-range’ specialisation, which may improve hospital efficiency in the long run. However, further research is needed on how changes in output mix impact patient access and pay-outs of health insurance. Copyright © 2014 John Wiley & Sons, Ltd.


BACKGROUND: Policy decisions in health care, such as hospital performance evaluation and performance-based budgeting, require an accurate prediction of hospital length of stay (LOS). This paper provides a systematic review of risk adjustment models for hospital LOS, and focuses primarily on studies that use administrative data. METHODS: MEDLINE, EMBASE, Cochrane, PubMed, and EconLit were searched for studies that tested the performance of risk adjustment models in predicting hospital LOS. We included studies that tested models developed for the general inpatient population, and excluded those that analyzed risk factors only correlated with LOS, impact analyses, or those that used disease-specific scales and indexes to predict LOS. RESULTS: Our search yielded 3973 abstracts, of which 37 were included. These studies used various disease groupers and severity/morbidity indexes to predict LOS. Few models were developed specifically for explaining hospital LOS; most focused primarily on explaining resource spending and the costs associated with hospital LOS, and applied these models to hospital LOS. We found a large variation in predictive power across different LOS predictive models. The best model performance for most studies fell in the range of 0.30-0.60, approximately. CONCLUSIONS: The current risk adjustment methodologies for predicting LOS are still limited in terms of models, predictors, and predictive power. One possible approach to improving the performance of LOS risk adjustment models is to include more disease-specific variables, such as disease-specific or condition-specific measures, and functional measures. For this approach, however, more comprehensive and standardized data are urgently needed. In addition, statistical methods and evaluation tools more appropriate to LOS should be tested and adopted.


This paper evaluates the effect of introducing two new workforce roles under a pilot program conducted in Victoria, Australia. The trial took place at a regional hospital’s emergency department (ED) between 1 July 2008 and 30 June 2009. The evaluation is based on three outcome measures: waiting time (in minutes) at ED before treatment; proportion of
presentations with waiting time on target; and length of stay (in days), for ED presentations that led to in-patient admissions. The technique of difference-in-differences analysis is used. A total of 142,980 patient records from the pilot hospital and three comparison hospitals were extracted from the Victorian Emergency Minimum Dataset (VEMD). Further, 21,925 records of patients whose ED presentations led to in-patient admissions were extracted from the Victorian Admitted Episodes Dataset (VAED). The evaluation finds the piloted roles have lowered waiting time and raised the proportion of on-target presentations. These effects were found to be the strongest for less urgent triage categories. However, the evidence on in-patient length of stay was mixed. The results provide positive evidence that new workforce roles can be effective in improving the efficiency of emergency care delivery.


This study examined the role of prospective payment systems in the adoption of new medical technologies across different countries. A literature review was conducted to provide background for the study and guide development of a survey instrument. The survey was disseminated to hospital payment systems experts in 15 jurisdictions. Fifty-one surveys were disseminated, with 34 returned. The surveys returned covered 14 of the 15 jurisdictions invited to participate. The majority (71%) of countries update the patient classification system and/or payment tariffs on an annual basis to try to account for new technologies. Use of short-term separate or supplementary payments for new technologies occurs in 79% of countries to ensure adequate funding and facilitate adoption. A minority (43%) of countries use evidence of therapeutic benefit and/or costs to determine or update payment tariffs, although it is somewhat more common in establishing short-term payments. The main barrier to using evidence is uncertain or unavailable clinical evidence. Almost three-fourths of respondents believed diagnosis-related group systems incentivize or deter technology adoption, depending on the particular circumstances. Improvements are needed, such as enhanced strategies for evidence generation and linking evidence of value to payments, national and international collaboration and training to improve existing practice, and flexible timelines for short-term payments. Importantly, additional research is needed to understand how different payment policies impact technology uptake as well as quality of care and costs.

Inégalités de santé / Health Inequalities


Dwelling and neighbourhood characteristics associated with the prevalence of self-reported heat-induced adverse health effects are not well known. We interviewed 3485 people in the most disadvantaged neighbourhoods of the nine largest cities in Québec, Canada. The prevalence of heat-induced adverse health effects was 46%, out of which one fourth led to medical consultation. Multivariate analyses showed that dissatisfaction with the summer dwelling temperature, which refers to home heat exposure, and perception that the neighbourhood is polluted due to traffic, were determinant, even after adjusting for current health status. These risk indicators can be used to identify subgroups at high risk and as priority-setting criteria for urban renewal programs for the hotter climate to come.

BACKGROUND: The quality of communication with parents is a determinant of health and well-being during adolescence, being predictive of self-esteem, self-rated health and the ability to navigate health risk behaviours. METHODS: This article describes trends in adolescent's (aged 11, 13 and 15 years) perception of communication with mothers and fathers by gender across 32 European and North American countries from 2002 to 2010. Analyses were performed on 425 699 records employing a General Linear Model (MANOVA).

RESULTS: In most countries, significant increases in the prevalence of ease of communication with both mothers and fathers were observed, with the greatest positive changes over time in Estonia, Denmark and Wales. In some countries, the opposite trend was found with the greatest negative changes occurring in France, Slovenia and Poland. Across the pooled dataset, a significant positive trend was observed for ease of communication with father, for both boys and girls and for ease of communication with mother for boys only.

CONCLUSION: The temporal trends demonstrated an increase in a positive health asset for many young people, that of family communication. Positive trends may be a feature of the economic boom over the past decade coupled with cultural changes in attitudes to parenting, especially fathering.


BACKGROUND: Deprivation indices are useful measures to analyze health inequalities. There are several methods to construct these indices, however, few studies have used Geographic Information Systems (GIS) and Multi-Criteria methods to construct a deprivation index. Therefore, this study applies Multi-Criteria Evaluation to calculate weights for the indicators that make up the deprivation index and a GIS-based fuzzy approach to create different scenarios of this index is also implemented. METHODS: The Analytical Hierarchy Process (AHP) is used to obtain the weights for the indicators of the index. The Ordered Weighted Averaging (OWA) method using linguistic quantifiers is applied in order to create different deprivation scenarios. Geographically Weighted Regression (GWR) and a Moran's I analysis are employed to explore spatial relationships between the different deprivation measures and two health factors: the distance to health services and the percentage of people that have never had a live birth. This last indicator was considered as the dependent variable in the GWR. The case study is Quito City, in Ecuador. RESULTS: The AHP-based deprivation index show medium and high levels of deprivation (0,511 to 1,000) in specific zones of the study area, even though most of the study area has low values of deprivation. OWA results show deprivation scenarios that can be evaluated considering the different attitudes of decision makers. GWR results indicate that the deprivation index and its OWA scenarios can be considered as local estimators for health related phenomena. Moran's I calculations demonstrate that several deprivation scenarios, in combination with the 'distance to health services' factor, could be explanatory variables to predict the percentage of people that have never had a live birth. CONCLUSIONS: The AHP-based deprivation index and the OWA deprivation scenarios developed in this study are Multi-Criteria instruments that can support the identification of highly deprived zones and can support health inequalities analysis in combination with different health factors. The methodology described in this study can be applied in other regions of the world to develop spatial deprivation indices based on Multi-Criteria analysis.


BACKGROUND: Self-rated health (SRH) in adolescence is known to be associated with health outcomes in later life. We carried out a trend analysis on data coming from three waves of data collected in 32 countries (mostly European) from 2002 to 2010 coming from the Health Behaviour in School-Aged Children surveys. METHODS: SRH in adolescents was assessed using a Likert scale (excellent, good, fair and poor). Responses were dichotomized into 'excellent' vs. 'rest'. Country, age and gender groups were compared based on the odds ratio of declaring excellent SRH in 2010 with respect to 2002 and 2006. RESULTS: The trend for European adolescents indicates an improvement over the last decade, although, in the majority of countries, a higher proportion of adolescents rate their health as excellent during the period 2002-06 with respect to the second half of the decade (2006-10). Girls were found to constantly rate their health as poorer, compared to their male peers, in all countries. Age has also a very stable trend towards a decreasing rating of health with increasing age.

CONCLUSION: Decreased rating of health in the period 2006-10 may be a signal of the socio-economic difficulties of Europe in the last part of this decade.


BACKGROUND: Recent efforts to characterize integration policy towards immigrants and to compare immigrants' health across countries have rarely been combined so far. This study explores the relationship of country-level integration policy with immigrants' health status in Europe. METHODS: Cross-sectional study with data from the 2011 European Union Survey on Income and Living Conditions. Fourteen countries were grouped according to a typology of integration policies based on the Migrant Integration Policy Index: 'multicultural' (highest scores: UK, Italy, Spain, Netherlands, Sweden, Belgium, Portugal, Norway, Finland), 'exclusionist' (lowest scores: Austria, Denmark) and 'assimilationist' (high or low depending on the dimension: France, Switzerland, Luxembourg). People born in the country (natives, n = 177 300) or outside the European Union with >10 years of residence (immigrants, n = 7088) were included. Prevalence ratios (PR) of fair/poor self-rated health between immigrants in each country cluster, and for immigrants versus natives within each, were computed adjusting by age, education, occupation and socio-economic conditions. RESULTS: Compared with multicultural countries, immigrants report worse health in exclusionist countries (age-adjusted PR, 95% CI: men 1.78, 1.49-2.12; women 1.58, 1.37-1.82; fully adjusted, men 1.78, 1.50-2.11; women 1.47, 1.26-1.70) and assimilationist countries (age-adjusted, men 1.21, 1.03-1.41; women 1.21, 1.06-1.39; fully adjusted, men 1.19, 1.02-1.40; women 1.22, 1.07-1.40). Health inequalities between immigrants and natives were also highest in exclusionist countries, where they persisted even after adjusting for differences in socio-economic situation. CONCLUSION: Immigrants in 'exclusionist' countries experience poorer socio-economic and health outcomes. Future studies should confirm whether and how integration policy models could make a difference on migrants' health.


To address macro-social and economic determinants of health and equity, there has been growing use of intersectoral action by governments around the world. Health in All Policies (HiAP) initiatives are a special case where governments use cross-sectoral structures and relationships to systematically address health in policymaking by targeting broad health
determinants rather than health services alone. Although many examples of HiAP have emerged in recent decades, the reasons for their successful implementation—and for implementation failures—have not been systematically studied. Consequently, rigorous evidence based on systematic research of the social mechanisms that have regularly enabled or hindered implementation in different jurisdictions is sparse. We describe a novel methodology for explanatory case studies that use a scientific realist perspective to study the implementation of HiAP. Our methodology begins with the formulation of a conceptual framework to describe contexts, social mechanisms and outcomes of relevance to the sustainable implementation of HiAP. We then describe the process of systematically explaining phenomena of interest using evidence from literature and key informant interviews, and looking for patterns and themes. Finally, we present a comparative example of how Health Impact Assessment tools have been utilized in Sweden and Quebec to illustrate how this methodology uses evidence to first describe successful practices for implementation of HiAP and then refine the initial framework. The methodology that we describe helps researchers to identify and triangulate rich evidence describing social mechanisms and salient contextual factors that characterize successful practices in implementing HiAP in specific jurisdictions. This methodology can be applied to study the implementation of HiAP and other forms of intersectoral action to reduce health inequities involving multiple geographic levels of government in diverse settings.

Médicaments / Pharmaceuticals


BACKGROUND: Academic medical centers (AMCs) have increasingly adopted conflict of interest policies governing physician-industry relationships; it is unclear how policies impact prescribing. OBJECTIVES: To determine whether 9 American Association of Medical Colleges (AAMC)-recommended policies influence psychiatrists' antipsychotic prescribing and compare prescribing between academic and nonacademic psychiatrists. RESEARCH DESIGN: We measured number of prescriptions for 10 heavily promoted and 9 newly introduced/reformulated antipsychotics between 2008 and 2011 among 2464 academic psychiatrists at 101 AMCs and 11,201 nonacademic psychiatrists. We measured AMC compliance with 9 AAMC recommendations. Difference-in-difference analyses compared changes in antipsychotic prescribing between 2008 and 2011 among psychiatrists in AMCs compliant with >/=7/9 recommendations, those whose institutions had lesser compliance, and nonacademic psychiatrists. RESULTS: Ten centers were AAMC compliant in 2008, 30 attained compliance by 2011, and 61 were never compliant. Share of prescriptions for heavily promoted antipsychotics was stable and comparable between academic and nonacademic psychiatrists (63.0%-65.8% in 2008 and 62.7%-64.4% in 2011). Psychiatrists in AAMC-compliant centers were slightly less likely to prescribe these antipsychotics compared with those in never-compliant centers (relative odds ratio, 0.95; 95% CI, 0.94-0.97; P<0.0001). Share of prescriptions for new/reformulated antipsychotics grew from 5.3% in 2008 to 11.1% in 2011. Psychiatrists in AAMC-compliant centers actually increased prescribing of new/reformulated antipsychotics relative to those in never-compliant centers (relative odds ratio, 1.39; 95% CI, 1.35-1.44; P<0.0001), a relative increase of 1.1% in probability. CONCLUSIONS: Psychiatrists exposed to strict conflict of interest policies prescribed heavily promoted antipsychotics at rates similar to academic psychiatrists and nonacademic psychiatrists exposed to less strict or no policies.

OBJECTIVES: The aim of our study was to assess the quality of antibiotic prescriptions in a sample of general practitioners (GPs) receiving junior doctors in training, whatever the motive of the prescription. METHODS: We performed a prospective observational study of all antibiotics prescribed in October 2012 by 21 GPs working in southeastern France. Two specialists (general medicine and infectious diseases) independently assessed the compliance with recommendations of antibiotic prescriptions using a validated algorithm. RESULTS: Two hundred and thirty-two antibiotic courses were prescribed, mainly for low respiratory tract infections (30%), ENT (26%), urinary tract (22%) or skin (13%) infections. Forty prescriptions were considered as appropriate (17%), 77 as inappropriate (33%; mainly due to a non-recommended molecule choice [77%] or a too long treatment duration [44%]) and 115 prescriptions were unnecessary (50%), due to diagnostic issues. There were wide variations between GPs. An essential laboratory or imaging investigation was missing for 36% of the prescriptions: chest X-ray for pneumonia (80% were missing), rapid antigen diagnostic test for acute pharyngitis (23% missing) and urine dipstick for urinary tract infections (80% missing). Fluoroquinolones and macrolides/synergists accounted for 31% of the prescriptions, and were associated with a lower prevalence of appropriate prescriptions (7% and 2% respectively, P<0.001). There was a co-prescription of anti-inflammatory drugs in 15% of the cases. CONCLUSION: The misuse of antibiotics was frequent in this study. Improving the diagnostic workout is of paramount importance. Urgent actions are needed to improve antibiotic use in general practice.


Rutkow, L., et al. (2015). "Most primary care physicians are aware of prescription drug monitoring programs, but many find the data difficult to access." Health Aff (Millwood) 34(3): 484-492.
State prescription drug monitoring programs are common tools intended to reduce prescription drug abuse and diversion, or the nonmedical use of a prescribed drug. The success of these programs depends largely upon physicians' awareness and use of them. We conducted a nationally representative mail survey of 1,000 practicing primary care physicians in 2014 to characterize their attitudes toward and awareness and use of prescription drug monitoring programs. A total of 420 eligible physicians (adjusted response rate: 58 percent) returned completed surveys. Among all physicians surveyed, 72 percent were aware of their state's prescription drug monitoring program, and 53 percent reported using one of the programs. We identified several barriers that may prevent greater use of the programs, including the time-consuming nature of information retrieval and the lack of an intuitive format for data provided by the programs. These results suggest that the majority of US primary care physicians are aware of and use prescription drug monitoring programs at least on occasion, although many did not access these programs routinely. To increase the use of the programs in clinical practice, states should consider implementing legal mandates, investing in prescriber education and outreach, and taking measures to enhance ease of access to and use of the programs.

Skipper, N. and R. Vejlin (2015). "Determinants of generic vs. brand drug choice: Evidence from
We investigate if demand for branded prescription medications in post-patent markets is patient- or doctor driven. When drugs go off-patent the brand medication often maintains non-negligible market shares. We use population-wide Danish data including all prescriptions for seven blockbuster drugs from 1998 to 2008, which amounts to 13,415,012 prescriptions. At the outset, descriptive statistics suggest large variation in drug choice over doctors. Nonetheless, using a two-way fixed effects model we find that the primary determinants of brand drug use are unobserved patient characteristics and price effects.

Méthodologie –Statistique / Methodology - Statistics


BACKGROUND: Teamwork in health care settings is widely recognized as an important factor in providing high-quality patient care. However, the behaviors that comprise effective teamwork, the organizational factors that support teamwork, and the relationship between teamwork and patient outcomes remain empirical questions in need of rigorous study.

OBJECTIVE: To identify and review survey instruments used to assess dimensions of teamwork so as to facilitate high-quality research on this topic.

RESEARCH DESIGN: We conducted a systematic review of articles published before September 2012 to identify survey instruments used to measure teamwork and to assess their conceptual content, psychometric validity, and relationships to outcomes of interest. We searched the ISI Web of Knowledge database, and identified relevant articles using the search terms team, teamwork, or collaboration in combination with survey, scale, measure, or questionnaire.

RESULTS: We found 39 surveys that measured teamwork. Surveys assessed different dimensions of teamwork. The most commonly assessed dimensions were communication, coordination, and respect. Of the 39 surveys, 10 met all of the criteria for psychometric validity, and 14 showed significant relationships to nonself-report outcomes.

CONCLUSIONS: Evidence of psychometric validity is lacking for many teamwork survey instruments. However, several psychometrically valid instruments are available. Researchers aiming to advance research on teamwork in health care should consider using or adapting one of these instruments before creating a new one. Because instruments vary considerably in the behavioral processes and emergent states of teamwork that they capture, researchers must carefully evaluate the conceptual consistency between instrument, research question, and context.


OBJECTIVE: Our aim was to demonstrate the feasibility of the univariate and generalized propensity score (PS) method in subgroup analysis of outcomes research.

METHODS: First, to estimate subgroup effects, we tested the performance of 2 different PS methods, using Monte Carlo simulations: (1) the univariate PS with additional adjustment on the subgroup; and (2) the generalized PS, estimated by crossing the treatment options with a subgroup variable. The subgroup effects were estimated in a linear regression model using the 2 PS adjustments. We further explored whether the subgroup variable should be included in the univariate PS. Second, the 2 methods were compared using data from a large effectiveness study on psychotherapy in personality disorders. Using these data we tested the differences between short-term and long-term treatment, with the severity of patients' problems.
defining the subgroups of interest. RESULTS: The Monte Carlo simulations showed minor differences between both PS methods, with the bias and mean squared error overall marginally lower for the generalized PS. When considering the univariate PS, the subgroup variable can be excluded from the PS estimation and only adjusted for in the outcome equation. When applied to the psychotherapy data, the univariate and generalized PS estimations gave similar results. CONCLUSION: The results support the use of the generalized PS as a feasible method, compared with the univariate PS, to find certain subgroup effects in nonrandomized outcomes research.


This paper puts forward a commuter-based version of the two-step floating catchment area (2SFCA) method, which has gained acceptance in studies on spatial health care accessibility. Current implementations of the 2SFCA method are static in that they consider centroid-based night-time representations of the population. The proposed enhancement to the 2SFCA approach addresses this limitation by accounting for trip-chaining behavior. The presented method is illustrated in a case study of accessibility of daycare centers in the province East Flanders in Belgium. The results show significant spatial differences in accessibility between the original and commuter-based version of the 2SFCA (CB2SFCA). They highlight the importance of giving heed to more complex travel behavior in cases where the need for detailed accessibility calculations is apparent.


Systematic reviews of health systems research commonly limit studies for evidence synthesis to randomized controlled trials. However, well-conducted quasi-experimental studies can provide strong evidence for causal inference. With this article, we aim to stimulate and inform discussions on including quasi-experiments in systematic reviews of health systems research. We define quasi-experimental studies as those that estimate causal effect sizes using exogenous variation in the exposure of interest that is not directly controlled by the researcher. We incorporate this definition into a non-hierarchical three-class taxonomy of study designs - experiments, quasi-experiments, and non-experiments. Based on a review of practice in three disciplines related to health systems research (epidemiology, economics, and political science), we discuss five commonly used study designs that fit our definition of quasi-experiments: natural experiments, instrumental variable analyses, regression discontinuity analyses, interrupted times series studies, and difference studies including controlled before-and-after designs, difference-in-difference designs and fixed effects analyses of panel data. We further review current practices regarding quasi-experimental studies in three non-health fields that utilize systematic reviews (education, development, and environment studies) to inform the design of approaches for synthesizing quasi-experimental evidence in health systems research. Ultimately, the aim of any review is practical: to provide useful information for policymakers, practitioners, and researchers. Future work should focus on building a consensus among users and producers of systematic reviews regarding the inclusion of quasi-experiments.


The systematic review has increasingly become a popular tool for researching health policy. However, due to the complexity and diversity in the health policy research, it has also encountered more challenges. We set out the Cochrane reviews on health policy research as a representative to provide the first examination of epidemiological and descriptive characteristics as well as the compliance of methodological quality with the AMSTAR. 99 reviews were included by inclusion criteria, 73% of which were Implementation Strategies, 15% were Financial Arrangements and 12% were Governance Arrangements; involved Public Health (34%), Theoretical Exploration (18%), Hospital Management (17%), Medical Insurance (12%), Pharmaceutical Policy (9%), Community Health (7%) and Rural Health (2%). Only 39% conducted meta-analysis, and 49% reported being updates, and none was rated low methodological quality. Our research reveals that the quantity and quality of the evidence should be improved, especially Financial Arrangements and Governance Arrangements involved Rural Health, Health Care Reform and Health Equity, etc. And the reliability of AMSTAR needs to be tested in larger range in this field.

Politique de santé / Health Policy


The European Union needs a common health information infrastructure to support policy and governance on a routine basis. A stream of initiatives conducted in Europe during the last decade resulted into several success stories, but did not specify a unified framework that could be broadly implemented on a continental level. The recent debate raised a potential controversy on the different roles and responsibilities of policy makers vs the public health community in the construction of such a pan-European health information system. While institutional bodies shall clarify the statutory conditions under which such an endeavour is to be carried out, researchers should define a common framework for optimal cross-border information exchange. This paper conceptualizes a general solution emerging from past experiences, introducing a governance structure and overarching framework that can be realized through four main action lines, underpinned by the key principle of "Essential Levels of Health Information" for Europe. The proposed information model is amenable to be applied in a consistent manner at both national and EU level. If realized, the four action lines outlined here will allow developing a EU health information infrastructure that would effectively integrate best practices emerging from EU public health initiatives, including projects and joint actions carried out during the last ten years. The proposed approach adds new content to the ongoing debate on the future activity of the European Commission in the area of health information.

Soins de santé primaires / Primary Health Care

Female, older, and urban GPs are less likely to work outside of normal hours. Employee GPs are less likely to take the work compared with principals or partners of a practice, although the latter group, like GPs in solo practice, is likely to take a heavier workload if they do work outside normal hours. The role of GP wages and family income does not seem to be compelling in GP after-hours care provision in Australia.

PURPOSE: The aim of this study was to describe the characteristics of patients admitted to an out-of-hours (OOH) service and to analyze the related outputs. SETTING: A retrospective population-based cohort study was conducted by analyzing an electronic database recording 23,980 OOH service contacts in 2011 at a Local Health Authority in the Veneto Region (North-East Italy). METHOD: A multinomial logistic regression was used to compare the characteristics of contacts handled by the OOH physicians with cases referred to other services. RESULTS: OOH service contact rates were higher for the oldest and youngest age groups and for females rather than males. More than half of the contacts concerned patients who were seen by a OOH physician. More than one in three contacts related problems managed over the phone; only approximately 10% of the patients were referred to other services. Many factors, including demographic variables, process-logistic variables and clinical characteristics of the contact, were associated with the decision to visit the patient’s home (rather than provide telephone advice alone), or to refer patients to an ED or to a specialist. Our study demonstrated, even after adjusting, certain OOH physicians were more likely than their colleagues to refer a patient to an ED. CONCLUSION: Our study shows that OOH services meet composite and variously expressed demands. The determining factors associated with cases referred to other health care services should be considered when designing clinical pathways in order to ensure a continuity of care. The unwarranted variability in OOH physicians’ performance needs to be addressed.

Objective: To assess whether adoption of the patient-centered medical home (PCMH) reduces emergency department (ED) utilization among patients with and without chronic illness. Data Sources Data from approximately 460,000 Independence Blue Cross patients enrolled in 280 primary care practices, all converting to PCMH status between 2008 and 2012. Research Design: We estimate the effect of a practice becoming PCMH-certified on ED visits and costs using a difference-in-differences approach which exploits variation in the timing of PCMH certification, employing either practice or patient fixed effects. We analyzed patients with and without chronic illness across six chronic illness categories. Principal Findings: Among chronically ill patients, transition to PCMH status was associated with 5–8 percent reductions in ED utilization. This finding was robust to a number of specifications, including analyzing avoidable and weekend ED visits alone. The largest reductions in ED visits are concentrated among chronic patients with diabetes and hypertension. Conclusions: Adoption of the PCMH model was associated with lower ED utilization for chronically ill patients, but not for those without chronic illness. The effectiveness of the PCMH model varies by chronic condition. Analysis of weekend and avoidable ED visits suggests that reductions in ED utilization stem from better management of chronic illness rather than expanding access to primary care clinics.
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There have been growing concerns that general practitioner (GP) services in England, which are based on registration with a single practice located near the patient's home, are not sufficiently convenient for patients. To inform the decision as to whether to change registration rules allowing patients to register 'out-of-area' and to estimate the demand for this wider choice, we undertook a discrete choice experiment with 1706 respondents. Latent class models were used to analyse preferences for GP practice registration comparing preferences for neighbourhood and non-neighbourhood practices. We find that there is some appetite for registering outside the neighbourhood, but this preference is not uniformly shared across the population. Specifically individuals who are less mobile (e.g. older people and those with caring responsibilities), or satisfied with their local practice are less likely to be interested in registering at a practice outside their neighbourhood. Overall, people feel most strongly about obtaining an appointment with a GP as quickly as possible. Respondents regarded weekend opening as less important than other factors, and particularly less important than extended practice opening hours from Monday to Friday. Assuming a constant demand for GP services, a policy encouraging GP practices to extend their opening hours during the week is likely to decrease the average patient waiting time for an appointment and is likely to be preferred by patients.


Background: With the goal of improving clinical efficiency and effectiveness, programs to enhance care coordination are a major focus of health care reform. Objective: To examine whether "care density"—a claims-based measure of patient sharing by office-based physicians—is associated with measures of quality. Care density is a proxy measure that may reflect how frequently a patient’s doctors collaborate. Research design: Cohort study using administrative databases from 3 large commercial insurance plans. Subjects: A total of 1.7 million adult patients; 31,675 with congestive heart failure, 78,530 with chronic obstructive pulmonary disease, and 240,378 with diabetes. Measures: Care density was assessed in 2008. Prevention Quality Indicators (PQIs), 30-day readmissions, and Healthcare Effectiveness Data and Information Set quality indicators were measured in the following year. Results: Among all patients, we found that patients with the highest care density density—indicating high levels of patient sharing among their office-based physicians—had significantly lower rates of adverse events measured as PQIs compared with patients with low-care density (odds ratio=0.88; 95% confidence interval, 0.85-0.92). A significant association between care density and PQIs was also observed for patients with diabetes mellitus but not congestive heart failure or chronic obstructive pulmonary disease. Diabetic patients with higher care density scores had significantly lower odds of 30-day readmissions (odds ratio=0.68, 95% confidence interval, 0.48-0.97). Significant associations were observed between care density and Healthcare Effectiveness Data and Information Set measures although not always in the expected direction. Conclusion: In some settings, patients whose doctors share more patients had lower odds of adverse events and 30-day readmissions.


Background: In 2009, a voluntary-based pay for performance scheme targeting general practitioners (GPs) was introduced in France through the 'Contract for Improving Individual Practices' (CAPI). Objective: To study the impact of the CAPI on French GPs' consultation
length. Methods: Univariate analysis, and multilevel regression analyses were performed to disentangle the different sources of the consultation length variability (intra and inter physician). The dependant variable was the logarithm of the consultation length. Independent variables included patient’s sociodemographics as well as the characteristics of GPs and their medical activity. RESULTS: Between November 2011 and April 2012, 128 physicians were recruited throughout France and generated 20,779 consultations timed by residents. The average consultation length in the sample was 16.8 min. After adjusting for patients’ characteristics only, the consultation length of CAPI signatories was 14.1% lower than that observed for non signatories (p<0.001). After adjusting for GPs’ characteristics and the case mix, the CAPI was no longer a significant predictor of the consultation length. The results did not change significantly from one type of consultation to another. Conclusion: Although the CAPI was extended to all GPs in 2012, our results provide a cautionary message to regulators about its ability to generate higher quality of care.


Background. Depression is a known risk factor for vascular disease in community cohorts and in large, system-wide, health care databases. It is not known if the association between depression and incident vascular disease exists when patient data is restricted to depression presenting in primary care. Methods. Data were from a medical record registry capturing all primary care encounters at a large academic medical practice from 2008 to 2013. From 27225 registry patients, we identified 7383 patients free of vascular disease for 18 months prior to baseline. ICD-9-CM codes were used to define depression and vascular disease. Volume of health care use, demographics and comorbid diagnoses were obtained from the patient data registry. Cox proportional hazard models with time dependent covariates were computed to measure the association between depression and incident vascular disease before and after adjusting for covariates. Results. Of the 7383 patients initially free of vascular disease, 14% were diagnosed with depression and 8.6% developed vascular disease. Incident vascular disease was significantly (P < 0.01) higher among patients with depression (12.7%) compared to those without depression (7.9%). In the unadjusted model, depression was associated with a 49% increased risk of developing vascular disease (odds ratio [OR] = 1.49; 95% confidence interval [CI]: 1.19–1.86) and this association remained significant after adjusting for all potential confounders (OR = 1.28; 95% CI: 1.02–1.62). Conclusions. The association between depression and incident vascular disease is observed in patients diagnosed and managed by primary care physicians. Primary care physicians have an opportunity to impact this association. Guidelines for primary care providers are needed to prompt aggressive depression treatment and vascular disease screening.

Systèmes de santé / Health Systems


Objective: To assess the impact of Massachusetts Health Reform (MHR) on access, quality, and costs of outpatient care for the already-insured. Data sources/Study setting: Medicare data from before (2006) and after (2009) MHR implementation. Study Design: We performed
a retrospective difference-in-differences analysis of quantity of outpatient visits, proportion of outpatient quality metrics met, and costs of care for Medicare patients with \( \geq 1 \) chronic disease in 2006 versus 2009. We used the remaining states in New England as controls. Data collection/Extraction methods: We used existing Medicare claims data provided by the Centers for Medicare and Medicaid Services. Principal Findings: MHR was not associated with a decrease in outpatient visits per year compared to controls (9.4 prereform to 9.6 postreform in MA vs. 9.4-9.5 in controls, \( p = .32 \)). Quality of care in MA improved more than controls for hemoglobin A1c monitoring, mammography, and influenza vaccination, and similarly to controls for diabetic eye examination, colon cancer screening, and pneumococcal vaccination. Average costs for patients in Massachusetts increased from $9,389 to $10,668, versus $8,375 to $9,114 in control states (\( p < .001 \)). Conclusions: MHR was not associated with worsening in access or quality of outpatient care for the already-insured, and it had modest effects on costs. This has implications for other states expanding insurance coverage under the Affordable Care Act.


Most developed democracies have faced the challenge of priority setting in health care by setting up specialized agencies to take decisions on which medical services to include in public health baskets. Under the influence of Daniels and Sabin’s seminal work on the topic, agencies increasingly aim to fulfil criteria of procedural justice, such as accountability and transparency. We assume, however, that the institutional design of agencies also and necessarily reflects substantial value judgments on the respective weight of distributive principles such as efficiency, need and equality. The public acceptance of prioritization decisions, and eventually of the health care system at large, will ultimately depend not only on considerations of procedural fairness, but also on the congruence between a society’s values and its institutions. We study social values, institutions and decisions in three countries (France, Germany and the United Kingdom) in order to assess such congruence and formulate expectations on its effects.

Travail et santé / Occupational Health


Background: The global economic crisis has been associated with increased unemployment, reduced health-care spending and adverse health outcomes. Insights into the impact of economic variations on cancer mortality, however, remain limited. METHODS: We used multivariate regression analysis to assess how changes in unemployment and public-sector expenditure on health care (PSEH) varied with female breast cancer mortality in the 27 European Union member states from 1990 to 2009. We then determined how the association with unemployment was modified by PSEH. Country-specific differences in infrastructure and demographic structure were controlled for, and 1-, 3-, 5- and 10-year lag analyses were conducted. Several robustness checks were also implemented. Results: Unemployment was associated with an increase in breast cancer mortality \( [P < 0.0001, \text{coefficient (R) } = 0.1829, 95\% \text{ confidence interval (CI) } 0.0978-0.2680] \). Lag analysis showed a continued increase in breast cancer mortality at 1, 3, 5 and 10 years after unemployment rises \( [P < 0.05] \). Controlling for PSEH removed this association \( [P = 0.063, R = 0.080, 95\% \text{ CI } -0.004 \text{ to } 0.163] \). PSEH increases were associated with significant decreases in breast cancer
mortality (P < 0.0001, R = -1.28, 95% CI -1.67 to -0.877). The association between unemployment and breast cancer mortality remained in all robustness checks. Conclusion: Rises in unemployment are associated with significant short- and long-term increases in breast cancer mortality, while increases in PSEH are associated with reductions in breast cancer mortality. Initiatives that bolster employment and maintain total health-care expenditure may help minimize increases in breast cancer mortality during economic crises.


### Vieillissement / Ageing


Long-term care (LTC) is the largest insurable risk that old-age individuals face in most western societies. However, the demand for LTC insurance is still ostensibly small in comparison with the financial risk. One explanation that has received limited support is that expectations of either ‘public sector funding’ and ‘family support’ crowd out individual incentives to seek insurance. This paper aims to investigate further the aforementioned motivational crowding-out hypothesis by developing a theoretical model and by drawing on an innovative empirical analysis of representative European survey data containing records on individual expectations of LTC funding sources (including private insurance, social insurance, and the family). The theoretical model predicts that, when informal care is treated as exogenously determined, expectations of both state support and informal care can potentially crowd out LTC insurance expectations, while this is not necessarily the case when informal care is endogenous to insurance, as happens when intra-family moral hazard is integrated in the insurance decision. We find evidence consistent with the presence of family crowding out but no robust evidence of public sector crowding out. Copyright (c) 2015 John Wiley & Sons, Ltd.


Limited evidence exists on whether expanding home care saves money overall or how much institutional long-term care can be reduced. This paper estimates the causal effect of Medicaid-financed home care services on the costs and utilization of institutional long-term care using Medicaid claims data. A unique instrumental variable was applied to address the potential bias caused by omitted variables or reverse effect of institutional care use. We find that the use of Medicaid-financed home care services significantly reduced but only partially offset utilization and Medicaid expenditures on nursing facility services. A $1000 increase in Medicaid home care expenditures avoided 2.75 days in nursing facilities and reduced annual Medicaid nursing facility costs by $351 among people over age 65 when selection bias is addressed. Failure to address selection biases would misestimate the substitution and offset effects. Copyright (c) 2015 John Wiley & Sons, Ltd.

intergenerational transfers in European countries." Health Econ 24 Suppl 1: 89-103.

This work sets out to analyze the motivations adult children may have to provide informal care, considering the monetary transfers they receive from their parents. Traditional motivations, such as altruism and exchange, are matched against more recent social bond theories. Our findings indicate that informal caregivers receive less frequent and less generous transfers than non-caregivers; that is, caregivers are more prone to suppress their self-interested motivations in order to prioritize the well-being of another person. Additionally, long-term public care benefits increase both the probability of receiving a transfer and its amount, with this effect being more intense for both the poorest and richest households. Our findings suggest that if long-term care benefits are intended to increase the recipients' welfare and represent a higher fraction of total income for the poorest households, the effectiveness of these long-term care policies may be diluted. Copyright (c) 2015 John Wiley & Sons, Ltd.